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Introduction: One of the foraging theory problems is choosing the most suitable patch as a source of energy (food) resources
for the population. A promising approach to study this problem is based on the Boltzmann distribution. In statistical physics, the
Boltzmann distribution describes the probability of a system falling into a particular energy state. Purpose: The development
of this approach in order to solve the patch selection problem. The solution based on the utility functions should be used to
construct the probability distribution. Methods: Construction and analysis of the patch utility function which takes into account
the time and population movement. Based on utility functions, domains are built which characterize the probability of choosing
a patch. Boltzmann distribution is used to specify the patch selection probabilities. Results: A utility function depending on time
is proposed and analyzed. A measure of the population’s awareness of the patch suitability is proposed, which depends on the
distance to the patch at a given time. The utility function properties have been investigated. The influence of its information
component on the patch selection process is analyzed. The patches are classified as “bad” or “good"” according to the amount of
food resources they contain. The study showed that a population may choose a bad patch on a certain time interval. Preferential
utility domains are constructed and their kinematics is analyzed. Particular relevance: The results obtained allow you to forecast

the behavior of a population choosing a suitable patch.
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Introduction

The problem of selection of the patch by the pop-
ulation, that is most suitable for consumption of the
resources contained in it, is studied in the theory of
optimal foraging. It is assumed that the population,
in search of a suitable patch, acts in such a way as
to maximize the amount of consumed energy [1-5].

V. Krivan developed the concept of ideal free dis-
tribution [6, 7] to solve the problem of optimal se-
lection of suitable patch. According to the ideal free
distribution the population has perfect information
about the quality of patches and it is distributed be-
tween patches so as to maximize an energy consump-
tion rate. He showed that the ideal free distribution
in the problem of selection of the patch by the popu-
lation is evolutionarily stable [6]. Empirical observa-
tions show that the ideal free distribution model is
not adequate to the real processes for selection of the
patch, because poor patches also attract individuals
of the population. In addition, the population does
not have perfect information on the quality of patch-
es. Influence of migration on the stability behavior
of a single-species population is studied in [8].

A game-theoretic approach to the solution of the
problem of optimal selection of a suitable patch by
the population was proposed in [9]. The Nash equi-
librium is used as a criterion of optimality.

The concept of information, applicable to the
theory of optimal foraging, has been widely used in

neurobiology. The decision-making by the popula-
tion on the selection of a strategy during a search
for food with taking into account the accumulation
and loss of data over time was studied in [10-13].
In [5, 14, 15] it was shown that food search strate-
gies and the transition between them is explained
by an increase in awareness. In [16], an elementary
heuristic, which underlies the behavior of a popula-
tion during a search, is considered; it is shown on
the basis of experimental data that a search must
be considered as an unsteady process that transfers
an organism from one information state to another.
A model of data accumulation for a population, that
makes a decision to leave the patch, is analyzed in
[17, 18]. This analysis is based on the marginal val-
ue theorem [19]. In [20, 21], the issue of selection of
the patch is considered with taking into account the
density of the population that selected this patch.
In[22], anegative and positive relationship between
the energy capacity of the patch and the frequency
of visits by population is analyzed.

U. Dieckmann [23] proposed the following ap-
proach to solve the problem of selection of the patch.
This approach is based on the utility function that
takes into account the cost of moving to patch and
the measure of awareness of its quality. In addition,
the population is situated in one of the patches and
evaluates the usefulness of other patches.

On the basis of [23], a utility function which
takes into account population movements between

Ne2,2020 N\

VIHDOPMALIVIOHHO-YMPABASIIOLLVIE CUCTEMBI N\ 7l



yd YNPABNAEHVNE B MEANUVHE N BUONOTI N /

patches, i. e., a change in its position depending on
time, was proposed in [24]. The notion of preferen-
tial utility domain (PUD) of a patch was proposed
in [24]. If the population locates in some PUD, it
selects the patch, that also locates in this domain,
with more probability than any patch located in oth-
er domain.

This work develops investigations presented in
[24]. A measure of the population’s awareness of the
suitability of patch is proposed. It depends on the
varying distance to patch and on the current time
as well. The properties of the utility function are
investigated and the PUDs are constructed. That
takes into account the current time and average
awareness of the quality of patches. The PUD par-
tition of the environment, in which the population
moves, depends on time, that makes it possible for
the worst patch to be included in the PUD of the
best patch at some time, evaluated in this paper.

The utility function, that is proposed in this pa-
per, is used to determine the probability of selec-
tion of the patch by a population at any time. The
Boltzmann distribution [23] is used as the proba-
bility of selection of patch. In statistical physics,
the Boltzmann distribution usually describes of the
probabilities of system energy states.

The utility function and its properties

The following problem is considered in [23]. A
population is located in the patch i, containing some
energy resource, and can move to patch j= i. The
probability of moving from i to j is determined by

qU;;
the Boltzmann distribution: P; = me

Z eqUij
i1

is the number of patches; Ul.j is the utility of patch j
for a population, located in patch i:

, where m

Uij ZV}I”'F(].—I”)V—E], i, j:]., ., m, (1)

where Ij; is a measure of the awareness of a
population, locating in the patch i, about the patch j.
Let I; € [0, 1], where I;;= 1, i. e. the population has
compfete information about the patch in which it is
located; V;is the amount of food resources in the

patch j; V=y{Vi+ysVo+...4+v,,V,, is the average
utility of the patches for a population located in
patch i, v; v+ .. +7v,,= 1, 7,2 0; T}; is a function of
the cost of moving from i to j.

Unlike [23], where the population is static, in the
present paper, the population moves in the space be-
tween patches. In addition, the movement is not de-
termined, because according to ecological investi-
gations, it is almost impossible to propose a motion
model even for a certain species. We introduce the

utility function U, (d;, ) of the patch i at time ¢ for
population, located at a distance d; from the patch i:

Ui (d;» 1) =Vil; (d; t)+(1-1; (d;, £))V =Ty (d;),
i=1,..,m, 2)

where I,(d;, t) is a population measure of the
awareness of the patch i, I(d;, t)<[0, 1],

V= 11V1 +v2Vo +...+ v,V is the average utility
of the patches for a population, y; + vy + ... +v,,=1,
where y,=const, y; > 0; T,(d;) is a function of the

T.
cost of moving to i, we will assume that: &20.

From (2), it follows that the structure 0% the
utility function U, substantially depends on the
information component that is represented by the
first two terms. We assume that the measure of
awareness I, (d;, t) has the following properties. The
population has complete information on the patch
in which it is located: I; (0, t) = 1, for any ¢ € R.

The farther the population is located from a
patch i, the less information on the value V; it has,

T
e i 0, lim I;(d;, t)=0.1f d; # 0, then as time ¢
Gdi i—)oo
increases, the population’s awareness of the patch i

I,
increases: i 0, limI;(d;, t)=1.
ot t—©

Basing on the foregoing, we formulate the prop-
erties of the utility function U,. We assume that the
patchiis “good” if V; >V, anditis “bad” if V; <V.

1. With the time increase, the usefulness of the
“bad” patch decreases, and the usefulness of the
“good” patch increases. Indeed, taking into account

(2), we have: %:%(
ot ot
oUu

. _ U, _
6tl >0 for V; >V, and atl <0 for V;<V. Thus,

Vi —T_/) Since %>O, then

the longer the time of study of the “bad” patch by
population, the less the attractivity of it for popula-
tion, and vice versa.

2.If V; >V, then its utility of the i-th patch de-
creases with the increasing of d,.

U = o (V —7) _on <0, that follows
od;

od;  od;
from the properties I;and T’,.

Let us consider in more detail the structure of the
utility function U,. Value W; =V;I; +(1-1I;)V is the
information component of the utility function U,.
Thus, the measure of awareness I;, W, do not influ-

Then

i

0
ence the property 2, since <0 for any value I,.
i
3.If V; <V, then its utility of the i-th patch may
decrease or increase while d; increases. Since, the
U;

sign of the derivative coincides with the sign

i
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of the difference %(V—V)—% which depends
od; od;

on t, then the information component W, considera-

bly influences the sign of the derivative U .
1

Thus, in the case of a “bad” patch, i. e. for a small
value V;, V; <V, information component W, plays a
more significant role in the process of the patch se-
lection, basing of the utility function U, (d;, t), than
in the case of a “good” patch V;. In other words, a
“good” patch is more noticeable than a “bad” at long
distances. Ba2

Example. Assume I;=e t*C, T,(d;)=ad?,
where a, B, C are the positive constants. Here 3 is
the coefficient of forgetting. It was shown in [24]
that with increasing of [ the population meas-
ure of awareness, I;, decreases. Thus, the larg-
er the value of B, the faster the population for-
gets information on the patch; C is the constant
that determines the measure of awareness of the
patch the initial time instant £ =0; o is the coef-
ficient of cost, V=v1V; +yaVo+...+v, Vs 1,2 0,
Y1 +Yg +...+v, =1. Then, the utility function has
the following form:

—d? —pd;
U (d;, t)=Vie t*C +|1-e t+C [V —ad?.  (3)

2 B B
ot (t+C)
ously, the property 1 is satisfied. It is easy to show

B}
that L/ 2d,; (V -V )Le t+C —2d;a, whence it
od; t+C

follows that the property 2 is also satisfied. In the
case of a “bad” patch, V; <V, it follows from the
L, that its sign substantial-

i _Bd}
ly depends on the measure of awareness I; =e t+C

form of derivative

and its derivative %
i

Two-dimensional case

Consider the case m = 2. For convenience, de-
note the first and second patches by A; and A,, re-
spectively. Utility functions for two patches are:

—Bd? —pd?
Uy(d;, t)=Vie t+C +(1—e t+C )V —ad?, i = 1, 2, where

V =y, +75Vs. Let V, <V,,i.e. the second patch is
more attractive than the first.

Consider, in more detail, the case of a “bad”
patch, for m = 2. Let the patch i =1 be “bad”, i. e.
Vi <V,, Vi<V =y1V;3+v9Vs. Taking into account
the form of the function U,(d;, t) (3), it is easy to
show that the following statement is valid.

Proposition 1. Assume d? >y, (Vo —V1)/ae. Then

aﬂ<0 for any ¢ > 0.

od,
Proposition 2. Assume df <y, (Vy —Vy)/ae. Then

- oUy(dq, t
there exist ¢, ty, #; <ty, such that M<O

odq
. . oUq (dy, t
for te[O, tl)u(tz, +oo), M>O for
3 odq
te [t1, 52 ]
-Bdf c
Proof. Two cases are possible: 0 < _at+0)
Bra(Va-11)
—pdf c
or 0 5 &, or, equivalently,
Bra(Ve-71)
~pa? —pd?
ie t+C o or B e t+C 2;.
t+C 12(Va-V1) t+C v2(V2-"1)

v2(Va-"1)

B —2d?
Denote z=——, = —ze %%  It’s
O A , f(2)=ze

1
obvious that z" = is a point of maximum of f(2)
dj

2

and f(z*)zL is the maximum value of f(2). It
ed1

follows from the assumption of the Proposition 2

1 1 _2d2 - ~
that —>—-. Then e aaf 1 for z<2; or z> 2y,

gdl A Az

—2d2 1
and e ?4 > _—_

29 == B
tl +C

%<0 for t<¥1, or t>¥2, %>O for te[h, Zz].

ody ody

The proposition 2 is proved.

The form of the utility function U; =U,(d,, ),
corresponding to the Propositions 1 and 2, is
shown in Fig. 1, a and b, respectively. It should be
noted that the case of a small distance of the pop-
ulation from the “poor” patch is considered in the
Proposition 2. Unlike a “good” patch 2, a “bad”
patch 1 is a weak source of information. Thus,
the process of estimation of the utility of a “bad”
patch has some uncertainty for sufficiently small ¢.

Consider the domain Q=0Q; UQy, where Q=

for ze|Z, 29|, where Z; == ,
Az [1 2] 1 t2+C

for some values t=%# and t=1%,. Thus,
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Ul(db t)
a) 0.8

100

U1(dy, 9
b) 1.6

1.4 4

B Fig. 1. Utility function U,(d;, t) of patchA;:y; =0.4,7,=0.6,V;=0.5,V,=8,0=0.3,3=1.6;a —C=50;6 —C=0.5

dy
O
1 dy=d,y(t)
Qg
0.5
0 2 fmax 4 6 8 t

B Fig. 2. Domains Q;, Q,: y;=0.4, y,=0.6, V;=0.5,
Vy=3,0=0.3,=1.6,C=0.5

oUy oUy
={(dy,t):=—L>0,d; 20,620}, Qg ={(dy, t):—=
{( ) adl> ! } 2 {(1 ) ody

<0,

(dp, t)<dj (tmax )> t€[05 tax ]} For sufficiently

small ¢ and d;, i. e. when points (t, dl)cQ, de-

U
rivative 6_1 can change its sign depending on

1
t, d; and the relations between the parameters

o, B, Vi, V, C. Consider the equality %:0,
1
After simple transformations, it implies that

Vo -V,
d(t)= \/t+clny2B ("2=Y1) 1y function dy () is

B a(t+C)
continuous and has a unique maximum at t=1¢_,,
v2(V2—V1)B

where t,,4 e(O, Z), t= -C (Fig. 2).

ae

Domains of preferred utility

In [24], the definition of PUD was introduced
and their common boundary was found. Taking
into account that in the present paper, unlike [24],
utility also depends on t, we propose the following
definition of the PUD.

Consider the patch i as a point A; € R™. Assume
that a point M(t) = M € R” corresponds to a popu-
lation position at a time ¢, d,(t) = p(M(t), A;) — the
distance of M(t) from A,.

Definition. The preferential utility domain D,(¢)
of the patch A; is a set D,(t)={M(t) € R™":p(M(?),
Ai): di(t)’ Ui(di(t), ) > U](d](t), D), i#j, j= 1, ., m}
Here U,(d,(?), t) is the utility function (3).

It follows from the definition that the boundaries
of the domains D,(¢) change in time. Let us consider
the asymptotic behavior of the partition of the space
R2 = {(x, y):x, y € R) into domains D,(t) for the case
m = 2. Without loss of generality, we assume that
the patches have the following coordinates: 4,(-1,
0), A,5(1, 0), D,(%), Dy(t) are PUDs of patches A; and
A,, respectively. Denote g(t)={M(t) R2:p(M(2),
A)=d,@), Uy(dy@), t)=Uydy(®), 1), i=1, 2} the
common boundary of D;(t), D,(t). Here p(M(2),
A)) is the distance between M and A;. Consider
question of “capture” by PUD, of A;, where PUD,
is the preferential utility domain of A,. Denote

n(Va-")
12 (V1 -Va)+4o
the following proposition.

Proposition 3. For existence of time ¢=1¢*> 0,
such that A; € Dy(t) for all ¢ > " it is necessary
and sufficient that (Vo-V;)/4>0. Wherein:

t'=4B/E-C, if a>yy(Va-V;)/4 and C<4B/E,

E=In . It is not difficult to prove
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a)

b)

B Fig. 3. Case of “capture” (a) and of absence of “capture” (b) of patch A;:vy;=0.4,vy,=0.6,V;=0.5,V,=38, f=1.6,

C=0.55a—a=0.55b—0a=0.65

or t*=0, if a>y9(Va-V1)/4 and C>4B/E or if
GSYZ(VZ_I/I)/ZL'

Figures 3, a and b show cases of “capture” of
patch A; and absence of “capture” of patch A4, re-
spectively.

The probability of patch selection

The utility function U,(d;, t) of a patch i is used
to find the probability P;(t) of selection of a suitable
patch, by population, at time ¢. According [23], we

eqUi(di7t)
use the Boltzmann distribution By(t)=

i eqUi(di7t)
i=1

to obtain P,(t), where g > 0 is some constant. In [24]
the system of m nonlinear, ordinary, non-autono-
mous differential equation was obtained:

B = qP (P12 +-.-ByO1m)
Py = qPy(Pi9g1 +... P02y,

Pm = qu(Pl(pml +.. 'Pm—l(Pm,(m—l))

where ¢;; = U; —Uj.

In [11], for m = 2, the Lyapunov stability of the
Boltzmann distribution which is a particular solu-
tion of the above system was proved. Since the form
of the above system is the same as in [24], the stabil-

ity result is also valid. It means that the use of the
Boltzmann distribution in practical applications is
reasonable.

Conclusion

A utility function, used to determine the prob-
ability of a patch selection by a population is pro-
posed. Developing the approach presented in [23],
where the utility function was introduced for static
population, in this paper the proposition of popu-
lation is varied and, therefore, the utility function
depends on time. The patches are classified accord-
ing to the amount of food resources. The proper-
ties of a utility function are studied. Herewith, the
particular attention is focused on the influence of a
utility function component. The Boltzmann distri-
bution is used as the probability of patch selection.
Preferential utility domains are constructed and
their kinematics, as ¢t — o, is analyzed.

In this work, a mathematical model, that reflects
the main qualitative laws characterizing the pro-
cess of selection of a suitable patch by the popula-
tion, is proposed. Based on the proposed approach,
relying on experimental observations, it possible to
construct models for specific populations.
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BBenenmue: onHOI U3 3a5a4u Teopun GyparkUPOBAHUA ABJIAETCA BHIOOD IOMYIAINNeil Hanbolee IPUTOJHOTO apeana (yuacTka) Kak uc-
TOYHUKA DHEPreTUUECKUX PecypcoB (pecypcoB nuranus). Panee ObLI IPeJIOsKeH IOAXO0 JJIA UCCIeTOBAHNUA dTOH 3aaUul, OCHOBAHHBII Ha
ungee pacupezaenenus Boabimana. B craTuctuueckoi usuke pacipezesienue BoabliMaHa OMIUCHIBAET BEPOATHOCTD MTOMAJLAHUA CUCTEMBI
B TO WMJIM MHOE 9HepreTnuecKoe cocrossHue. Ileas: pasBuTHe JaHHOTO IOAX04a IJId PellleHnusA 3aadl BEIOOpa Iomyianueil HauboJee Ipu-
TOLHOTO apeasia. IIpu 3TOM pellieHHe, B OCHOBE KOTOPOTO JIEIKUT (PDYHKIIUA IIOJe3HOCTU, UCIOJIb3yeTCs JJIs IIOCTPOEHUSA BEPOATHOCTHOTO
pacmpenesnenusa. MeToasl: TOCTpoeHNe U aHAIU3 GYHKIUY IIOJE3HOCTU apeaja, YUUTHIBAIOIEl BpeMs U IlepemMelenne nmonyaanuu. I1o-
CcTpoeHVe Ha OCHOBe (DYHKITWII IOJIe3HOCTel obsacTeil, XxapaKTepU3yOIIUX BePOATHOCTH BeIGOpa apeasa. [laa omucaHUsA BepPOATHOCTEH
BbIOOpA MOMYyJIAIMell apeaja UCIOJIb3yeTcs pacupezesenue Bosbiimana. Pe3yabTaTsl: IpeAIoKeHa U IPOaHATU3UPOBaHA (QYHKI[US I10-
JIe3HOCTU, 3aBUCAIIAs OT BpeMeHU. [IpeantoskeHa Mmepa mHGOPMUPOBAHHOCTY, XapaKTePU3yIollasa 3HaHNE MOy JIAINY 00 apeaje U 3aBU-
cAIaag OT PACCTOAHUSA [0 apeaia B JaHHBIH MOMEHT BpeMeHu. VceieqoBansl cBoiicTBa (PyHKIMY IToJIe3HOCTH. IIpoBeieH aHAIN3 BIUAHUA
MHOOPMAIIMOHHOM COCTABJIAIONIEN HA IIPoIlece BhIOOpa IMOMyadaIuell apeasa. B 3aBucuMocTu OT 00'beMa IUIEeBbIX PeCYPCOB, KOTOPHIE B
HUX COEPIKATCA, apeasbl JeJIATCA Ha «IJIOXUEe» U «XOopoInues». B pesyabraTe nccjiefJoBaHUA BBIACHUIOCH, YTO IJIOXOH apeasl MOKeT ObITh
BBIOpAH IONMyJIAIVeH Ha HEKOTOPOM IIPOMesKyTKe BpeMeHu. ITocTpoeHb! 061aCTH IPeAIOUTUTETHLHOI IT0JIe3HOCTH apeasioB IIPY U3MEHEeHU T
BpeMeHH U HMCCJIeJOBaHA UX KMHEeMaTUuKa. l'[pa}c'm«mecmaﬂ 3HAYUMOCTSE: IIOJIYyYeHHbIe Pe3yJJAbTAaThl IIO3BOJIAIOT IIPOTHO3UPOBATH IIOBEJEeHUE
TOMYJAAIUY IPU BEIOOPE HanboJiee IPUTOHOTO apeaJia.

KuaroueBsie c10Ba — (PYyHKIIHA IOJIE3HOCTH, 00JIACTH IPEAIIOUTHTEIHLHOM II0JIE3HOCTH, Mepa HH(POPMUPOBAHHOCTH.
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